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Abstract
Heterogeneous information network (HIN) is a general representation of many differ-
ent applications, such as social networks, scholar networks, and knowledge networks.
A key development of HIN is called PathSim based on meta-path, which measures the
pairwise similarity of two entities in the HIN of the same type. When using PathSim
in practice, we usually need to handcraft some meta-paths which are paths over entity
types instead of entities themselves. However, finding useful meta-paths is not trivial
to human. In this paper, we present an unsupervised meta-path selection approach
to automatically find useful meta-paths over HIN, and then develop a new similarity
measure called KnowSim which is an ensemble of selected meta-paths. To solve the
high computational cost of enumerating all possible meta-paths, we propose to use
an approximate personalized PageRank algorithm to find useful subgraphs to allo-
cate the meta-paths. We apply KnowSim to text clustering and classification problems
to demonstrate that unsupervised meta-path selection can help improve the cluster-
ing and classification results. We use Freebase, a well-known world knowledge base,
to conduct semantic parsing and construct HIN for documents. Our experiments on
20Newsgroups and RCV1 datasets show that KnowSim results in impressive high-
quality document clustering and classification performance. We also demonstrate the
approximate personalized PageRank algorithm can efficiently and effectively compute
the meta-path based similarity.

Keywords Heterogeneous information network · Similarity · Text categorization

1 Introduction

Heterogeneous information network (HIN) (Han et al. 2010) is a general representa-
tion of multi-typed network, such as scholar or social networks (Sun et al. 2011, 2012)
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and knowledge graph networks (Wang et al. 2015a). It has attracted increasing atten-
tion recently due to its flexibility of representation power (Han et al. 2010; Sun et al.
2011; Zhang et al. 2014;Wang et al. 2015a). A key concept in HIN is called meta-path,
which is a path defined over entities types instead of entities themselves. For exam-
ple, we have documents, words, and related named entities, which form an HIN. A

meta-path defined over this HIN can be Document
contain−−−−→Word

contain−1−−−−−→Document

and Document
contain−−−−→Politician

contain−1−−−−−→Document Then given the designed meta-
path, we can define similarities among entities based on the meta-path. One of
the most important similarities is called PathSim (Sun et al. 2011), which con-
siders how many path instances of a given meta-path can be found from the
HIN, normalized by the numbers of the self-reachable path instances. For exam-

ple, for the meta-path Document
contain−−−−→Word

contain−1−−−−−→Document, the PathSim relies
on the shared words between two documents normalized by both documents’ word
counts.

However, PathSim only computes over one meta-path, and the meta-path should
be hand-crafted by human. This can be very challenging when there are many entity
types. For example, in a knowledge base, Freebase (Bollacker et al. 2008), there are
about 1500+ entity types and 3500+ relation types. Then it would be very difficult
for a human to find a meaningful meta-path even longer than three relations. Thus,
we need an automatic way to find interesting and useful meta-paths. Previously, a
semi-supervised learning approach has been proposed to find useful meta-paths (Sun
et al. 2012, 2013). However, the supervision is still task-dependent, andwhen there are
very little labeled information, the learned meta-path could be biased. Thus, if we can
develop an unsupervised meta-path selection algorithm to automatically find useful
meta-paths, many real-world applications can benefit from it. Another challenge is
that to compute the overall meta-path based similarity, we need to produce a lot of
meta-path based similarity matrices. This also introduces computation and storage
problems when the number of meta-paths is large.

In this paper, we propose an unsupervised meta-path selection and ensemble
approach, KnowSim, to derive an HIN based similarity measure that explores the
explicit structural information from knowledge bases to compute document similari-
ties. We use document similarity as an illustration but the idea can be generalizable to
all other networks that can be regarded as HINs.

To construct an HIN from texts, we use the source of world knowledge, Free-
base (Bollacker et al. 2008), which is a collaboratively collected knowledge base
about entities and their organizations. We follow Wang et al. (2015a) to use the world
knowledge specification framework including a semantic parser to ground any text to
the knowledge bases, and a conceptualization-based semantic filter to resolve the ambi-
guity problem when adapting world knowledge to the corresponding document. By
the specification of world knowledge, we have the documents as well as the extracted
entities and their relations. For example, named entities (“Clinton” and “Obama”) and
their types (Person and Politician), as well as the documents and the words can be
used to form the HIN.
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Given a constructed HIN, we can use meta-path based similarity to measure the
similarity between two documents in the network. Rather than asking users to provide
meaningful meta-path(s), we propose an automatic way to generate meta-paths for a
given set of documents. In this case, an efficient mechanism should be developed to
enumerate all the possible meta-paths of interests and locate the best ones. Based on
the PageRank-Nibble algorithm (Andersen et al. 2006) that can conduct efficient graph
pruning for a single node, we develop Meta-path Dependent PageRank-Nibble algo-
rithm to locally partition the large-scaleHIN (in our case, consisting of 108,722 entities
and 9,655,466 relations) given a meta-path, and then based on the local partition to
approximate commuting matrices for all meta-paths. We then store all the commuting
matrices generated based on the local partition, which saves up to 15% space compared
to that based on the original network. Thus, the meta-path generation process can be
approximated in time independent of the size of the underlying network with low
accuracy loss and high space saving. Then we perform meta-path selection based on
feature selection algorithms [i.e., maximal spanning tree (Sahami 1998) and Laplacian
score (He et al. 2006) based methods] by defining the meta-path similarities based on
document-meta-path co-occurrences. We define an unsupervised knowledge-driven
document similarity measure, KnowSim, which incorporates the selected meta-paths
to represent the links between documents. The computation of KnowSim can be done
in nearly linear time using the precomputed commuting matrices.

The contributions of this work are highlighted as follows:

– We formulate the document similarity problem as a graph base similarity problem
over heterogeneous information networks.

– We propose a personalized PageRank based algorithm to automatically compute
the meta-path based commuting matrices efficiently and effectively.

– An HIN-based document similarity measure, KnowSim, is introduced for better
use of the link information (meta-paths) in an unsupervised way.

– Experiments on two datasets (20newsgroups and RCV1) show that our approach
performs 12.3% better in comparison with the state-of-the-art document similarity
measures.

A preliminary version of this work appeared in the proceedings of ICDM 2015
short paper (Wang et al. 2015b) and AAAI 2016 (Wang et al. 2016a). Here, we made
several major improvements. First, we add basic concepts of HINs before introducing
the document HIN construction, and add more details on how to construct HIN for
documents, including two steps: semantic parsing and semantic filtering. Second, we
add more details of the efficient Meta-path Dependent PageRank-Nibble algorithm
that is used to generate meta-paths in the document HIN, and show the proof of how
the algorithm satisfies the efficiency bound. Third, we show the mathematical details
of two meta-path selection methods: (1) maximal spanning tree based selection; and
(2) Laplacian score based selection. Fourth, we also addmore computational details of
KnowSim. Finally, in addition to demonstrate the effectiveness of the proposed docu-
ment similaritymeasure,we addmore experiments on parameter study andquantitative
evaluation of the performance of meta-path generation algorithm. The code is avail-
able at https://github.com/cgraywang/TextHIN and the datasets used in this paper are
available at https://github.com/cgraywang/TextHINData.
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The remainder of the paper is organized as follows. We first introduce the basic
concepts in HIN in Sect. 2. Thenwe formulate our KnowSim framework and introduce
how the similarities over a set of meta-paths can be computed in Sect. 3. In Sect. 4,
we provide a fast approximate algorithm to efficiently compute the meta-path based
similarities over HIN with many meta-paths. Then in Sect. 5, we show our example
of texts as HIN and introduce how to use the similarities derived in this paper in text
clustering and classification problems. In Sect. 6, we show our experimental results
on how our approach is effective and efficient on the benchmark datasets. Finally, we
introduce the related work in Sect. 7 followed by the conclusion in Sect. 8.

2 Heterogeneous information networks

In this section, we review some key concepts related to heterogeneous information
network (HIN).

Definition 1 A heterogeneous information network (HIN) is a graph G = (V, E) with
an entity type mapping φ: V → A and a relation type mapping ψ : E → R, where
V denotes the entity set, E denotes the link set, A denotes the entity type set, and R
denotes the relation type set, and the number of entity types |A| > 1 or the number of
relation types |R| > 1.

Definition 2 Given the HIN G = (V, E) with the entity type mapping φ: V → A and
the relation type mapping ψ : E → R, the network schema for network G, denoted
as TG = (A,R), is a graph with nodes as entity types from A and edges as relation
types from R.

The network schema provides a high-level description of a given heterogeneous
information network. Another important concept, meta-path (Sun et al. 2011), is pro-
posed to systematically define relations between entities at the schema level.

Definition 3 A meta-path P is a path defined on the graph of network schema TG =
(A,R), and is denoted in the form of A1

R1−→ A2
R2−→ . . .

RL−→ AL+1, which defines a
composite relation R = R1 · R2 · . . . · RL between types A1 and AL+1, where · denotes
relation composition operator, and L is the length of P .

We say a meta-path is symmetric if the relation R is symmetric. For simplicity, we
use type names connected by “−” to denote themeta-path when there exist nomultiple
relations between a pair of types: P = (A1 − A2 − · · · − AL+1). For example, in the
Freebase network, the composite relation two Person co-founded an Organization can

be described as Person found−−−→ Organization found−1
−−−−−→ Person, or Person-Organization-Person

for simplicity. We say a path p = (v1 − v2 − · · · − vL+1) between v1 and vL+1 in
network G follows the meta-path P , if ∀l, φ(vl) = Al and each edge el = 〈vl , vl+1〉
belongs to each relation type Rl in P . We call these paths as path instances of P ,
denoted as p ∈ P . R−1

l represents the reverse order of relation Rl .
For calculation based on meta-paths, commuting matrix (Sun et al. 2011) is defined

as follows.
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Definition 4 (Commuting matrix) Given a network G = (V, E) and its network
schema TG , a commuting matrix MP for a meta-path P = (A1 − A2 − · · · − AL+1)

is defined as MP = WA1A2WA2A3 . . .WAL AL+1 , where WAk Ak+1 is the adjacency
matrix between types Ak and Ak+1.MP (i, j) represents the number of path instances
between objects vi and v j , where φ(vi ) = A1 and φ(v j ) = AL+1, under meta-path
P .

3 KnowSim: unsupervised ensemble of meta-path based similarities

In this section, we introduce an HIN-based similarity measure, KnowSim. We present
ourmeta-pathweightingmethodologybasedon two feature selection techniqueswhich
can speed up the similarity computation using the precomputed commuting matrices.

Given an HIN, meta-paths can be used to compute the similarity between entities.
For example, two documents can be connected by different types of entities, e.g.,
the link between entities “Obama” and “Clinton” is given by entity type Politician,
and such link and type information can be useful to define the similarity according
to semantic “Politics”. Following Sun et al. (2011), we use PathSim to define the
similarity along a meta-path.

Definition 5 (PathSim: A meta-path based similarity measure) Given a symmetric
meta pathP , PathSim between two entities vi and v j of the same entity typeφ(vi ) = A
and φ(v j ) = A is:

PS(vi , v j ) = 2 × |{pvi�v j ∈ P}|
|{pvi�v j ∈ P}| + |{pvi�v j ∈ P}| . (1)

PathSim takes the link information via meta-path P between two entities vx and
vy into consideration. Besides, PathSim also satisfies symmetric, self-maximum and
balance of visibility properties (Sun et al. 2011). Obviously, PathSim measures entity
similarity based on one meta-path. Previous approaches require human to define the
meta-path(s). Here we should have multiple meta-paths useful for finding similar
entities. Therefore, it is necessary to provide an automated mechanism to select the
most meaningful meta-paths to define similarity between entities.

3.1 Meta-path selection

We first define the entity-meta-path representation, and then use two feature selection
methods to perform automatic meta-path selection.

3.1.1 Entity-meta-path representation

For each meta-path P j , we have a commuting matrix MP j . Suppose we have N
interested entities andM interested (automatically generated)meta-paths. Thenwe can
use a tensor T ∈ R

M×N×N to encode all the numbers of meta-paths, where T j,i,k =
MP j (i, k). Based on this tensor representation, we can have different similarities
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between entities or between meta-paths. Here we propose to use a simplest way based
on entity-meta-path co-occurrence representation. We generate an entity meta-path
representation matrix D ∈ R

N×M where Di, j = ∑
k T j,i,k , which means that Di, j is

the row sum of MP j . Summing the i-th row of MP j represents the density degree of
this meta-path j for entity i (or short for vi ). If the meta-path j is dense for entity i in
the HIN, then most pairs related to entity i should have value inMP j . Then Di, j will
be large. Then we can use the distribution of density over all the entities to evaluate
the meta-path similarity. Specifically, we can define sim(D·, j1 ,D·, j2) where D·, j1 is
the j1-th column ofD. For example, we can use cosine score of two vectors or kernels
to define the similarity. Moreover, we can define the entity similarity based on all the
meta-path densities for the entities. Specifically, we can define sim(Di1,·,Di2,·)where
Di1,· is the i1-th row of D. Note that we do not use this entity similarity as our final
similarity between two entities because it is only based on meta-path density. What
we need is more elaborate entity similarity based on each entity meta-path pair. We
will introduce the meta-path specific semantically meaningful similarity in the next
section.

Given the similarities defined above and inspired by Song et al. (2009), we introduce
two feature selectionmethods based on them to select themostmeaningfulmeta-paths.

3.1.2 Maximal spanning tree based selection

Inspired by themutual information-based feature selection (Sahami 1998), we propose
to use maximal spanning tree (MST) to select only the meta-paths with the largest
dependencies with others. The motivation behind using MST is that “features that
only weakly influence the remaining domain variables are candidates for elimination”
for mixture models (Sahami 1998). Since we have represented each document as its
meta-path features where entity vi is represented as meta-path P j as Di, j , we can
leverage this feature selection method to find the most important meta-paths for a set
of documents. Intuitively, if two meta-paths have similar density distributions over
all the entities, then these two meta-paths are dependent. Therefore, we replace the
mutual information in the original one with cosine similarity due to the consideration
of the computational cost. We follow the steps below to find the best meta-paths to
use.

1. We construct a complete graph GM where the weight of the edge betweenP j1 and
P j2 is cos(D·, j1 ,D·, j2).

2. Build the MST based on GM.
3. Define the relevant meta-path set Prel = {P1,P2, . . . ,PM }.
4. While |Prel | > 0,

(a) if ∃ a node where P j ∈ Prel that is not connected to the others in Prel , remove
this meta-path: Prel ← Prel − P j .

(b) otherwise remove the least weighted edge from MST.

5. Rank the meta-paths according to the order in which they were removed. Rank
the last removed meta-path the highest. We weight each meta-path by the average

similarity with the other meta-paths, i.e.,
∑M

j 	=i cos(D·, j1 ,D·, j2 )

M−1 .
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To compute the cosine similarity for meta-path re-ranking needs O(M2N ). We use
the Prime’s algorithm to construct the MST. By using a heap to construct a priority
queue, we can build an MST in O(M2 logM) time.

3.1.3 Laplacian score based selection

Wealso use theLaplacian score to selectmeta-paths (He et al. 2006).Different from the
MST based method that reflects the dependency between meta-paths, the Laplacian
score represents the power of a meta-path in discriminating entities from different
clusters. It consists of following steps.

1. Construct the K -nearest neighbor graph based on a similarity matrix S where
Sij = exp{−d2i j/2σ

2}. Here, di j is the Euclidian distance between Di1,· and Di2,·.
σ is control parameter.We use the self-tuningmethod to compute σ (Zelnik-manor
and Perona 2005).

2. Compute graph Laplacian L = � − S where � is a diagonal matrix and �i i =∑N
j=1 Si j is the degree of the i-th vertex.

3. For each meta-path P j we have a column vector D·, j ∈ R
N , let ˜D·, j = D·, j −

DT·, j�1

1T �1
1 where 1 = [1, 1, . . . , 1]T .

4. Compute the Laplacian score of the j-th meta-path:

L j =
˜D·, j

T
L ˜D·, j

˜D·, j
T
� ˜D·, j

. (2)

To find the K -nearest neighbors of a meta-path, we keep a K -size heap. For each
meta-path, we compute its distances to all the othermeta-paths and then checkwhether
to insert it to the heap. Thus, the main time complexity is in graph Laplacian construc-
tion which is O(N 2M + N 2 log K ).

3.2 KnowSim ensemble

Given the selected meta-paths, we now define our similarity measure, KnowSim.
KnowSim is an extension of PathSim, which can take multiple selected meta-paths
into account. Intuitively, if two entities are more strongly connected by the important
(i.e., highly weighted) meta-paths, they tend to be more similar. Formally, we have
the following definition.

Definition 6 (KnowSim: unsupervised ensemble of HIN based similarity) Given a col-
lection of symmetric meta-paths, denoted as P = {Pm}M ′

m=1, KnowSim between two
entities di and d j is defined as:

K S(di , d j ) = 2 × ∑M ′
m ωm |{pi� j ∈ Pm}|

∑M ′
m ωm |{pi�i ∈ Pm}| + ∑M ′

m ωm |{p j� j ∈ Pm}| , (3)
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where we use di and d j to denote the interested entities to distinguish with other
types of entities vi ’s, pi� j ∈ Pm is a path instance between di and d j following
meta-path Pm , pi�i ∈ Pm is that between di and di , and p j� j ∈ Pm is that between
d j and d j . We have |{pi� j ∈ Pm}| = MPm (i, j), |{pi�i ∈ Pm}| = MPm (i, i), and
|{p j� j ∈ Pm}| = MPm ( j, j). We use a vectorω = [ω1, . . . , ωm, . . . , ωM ′ ] to denote
the meta-path weights, where ωm is the weight of meta-path Pm . M ′ is the number of
selected meta-paths.

K S(di , d j ) is defined in two parts: (1) the semantic overlap in the numerator,
which is defined by the number of meta-paths between entities di and d j ; and (2) the
semantic broadness in the denominator, which is defined by the number of total meta-
paths between themselves. We can see that the larger number of meta-paths between
di and d j , the more similar the two entities are, which is further normalized by the
semantic broadness of di and d j .

For example, for two entities di (the upper document) and d j (the lower document),
the meta-path set P includes two meta-paths:

P1 = Document
contain−−−−→ Politician

presidentOf−−−−−−−→ Country
presidentOf−1
−−−−−−−−−→ Politician

contain−1−−−−−−→ Document,

and

P2 = Document contain−−−−→ State contain−1
−−−−−−→ Country contain−−−−→ State contain−1

−−−−−−→ Document.

By looking at the HIN, we can find |{pdi�d j ∈ P1}| = 1, |{pdi�d j ∈ P2}| = 1,
|{pdi�di ∈ P1}| = 1, |{pdi�di ∈ P2}| = 2, |{pd j�d j ∈ P1}| = 2, and |{pd j�d j ∈
P2}| = 3. Besides, we are also given the corresponding meta-path weights ω =
[0.8, 0.2]. The KnowSim between these two documents is:

K S(di , d j ) = 2 × (0.8 · 1 + 0.2 · 1)
(0.8 · 1 + 0.2 · 2) + (0.8 · 2 + 0.2 · 3) = 0.588,

which has shown that the two documents are rather similar given the meta-path col-
lection according to semantic “Politics” that we may be interested in.

KnowSim satisfies several nice properties as indicated from properties (1) to (3).
The proof is similar to the proof of Theorem 1 in Sun et al. (2011).

(1) Range: ∀di , d j , 0 ≤ K S(di , d j ) ≤ 1. This is because ωm, |{pi� j

∈ Pm}|, |{pi�i ∈ Pm}|, |{p j� j ∈ Pm}| ≥ 0, and 2 × |{pi� j ∈ Pm}| ≤
(|{pi�i ∈ Pm}| + |{p j� j ∈ Pm}|) ∀m.

(2) Symmetric: K S(di , d j ) = K S(d j , di ). This is because pi� j is symmetric.
(3) Self-maximum: K S(di , di ) = 1. This is because 2×|{pi� j ∈ Pm}| ≤ (|{pi�i ∈

Pm}| + |{p j� j ∈ Pm}|).
Note that if KnowSim only contains a single meta-path, it degenerates to PathSim.
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4 Offlinemeta-path calculation

It is costly to compute the commuting matrix for a meta-path involving multiple entity
types since it requires a matrix multiplication to compute two consecutive relations
connecting entity types in the path (Sun et al. 2011). It is unnecessary to use the fullHIN
constructed in the previous section, since not all the entities are related. Inspired by
Lao et al.’ work (Lao and Cohen 2010; Lao et al. 2011), we use a meta-path dependent
random walk to reduce the complexity of the HIN inference. We adopt a similar
random walk algorithm which is based on personalized random walk (Andersen et al.
2006) with stops to enumerate all the meta-path relevant nodes in the HIN.We employ
the modified version of approximate personalized PageRank called PageRank-Nibble
algorithm (Andersen et al. 2006). The advantage of using this algorithm is that we can
have a theoretical guarantee of the random walk approximation to the original HIN in
the sense of the network structure. The goal of PageRank-Nibble algorithm is to find
a small, low-conductance component Ĝ of a large graph G = (V, E) that contains a
given node v. In our setting, instead of a single given node, we need Ĝ that contains a
node set V̂ . Specifically, in our case, we need the set of documents so thatD = V̂ ⊆ V .

The PageRank-Nibble algorithm starting with a node set V̂ is called Meta-path
Dependent PageRank-Nibble. We maintain a pair of distributions: an approximate
personalized PageRank vector p, and a residual error vector r related to p. Initially,
p = 0 and r = XV̂ , where 0 is a zero vector and XV̂ is a function defined as

XV̂ =
{

1
|V̂ | i f v ∈ V̂,∀v ∈ V
0 otherwise.

We show the outline of the Meta-path Dependent PageRank-Nibble algorithm in
Algorithm1. The algorithm repeatedly picks a node uwith a large residual error/degree
ratio r[u]

d[u] , where r[u] is the residual error of u and d[u] denotes the degree of u.
Afterwards, the algorithmuses a push operationwhich reduces this ratio by distributing
a fraction α of it to p[u] (the approximate PageRank of u), and the remaining fraction
back to r[u] and the residual error of neighbors of u. In line 2, Sp

j is defined as the

node set which contains first j nodes ranked by the residual error/degree ratio r[u]
d[u] in

descending order.ConductanceΦ(Sp
j ) is the percentage of the linked number of nodes

(i.e., |Spj |) in Spj normalized by the linked number of nodes in the rest of graph G (i.e.,

|V| − |Spj |). |Supp(p)| = {v|p(v) 	= 0} is the support of the distribution p. Finally,

we aim to find Spj that could minimize the conductance and return Ĝ consisting of the

set of nodes v ∈ Spj . Based on the proof in Andersen et al. (2006), when Meta-path
Dependent PageRank-Nibble terminates, for any u, the error q[u] − p[u] is bounded
by ε|N (u)|, where q[u] is the PageRank vector of u andN (u) denotes the neighbors
of u. For any graph, a good approximation can thus be guaranteed ifN (u) is bounded.

We also satisfy the following efficiency bound proved in Andersen et al. (2006):

Theorem 1 Let ui be the i-th node pushed byMeta-path Dependent PageRank-Nibble.
Then,

∑
i |N (ui )| < 1

αε
.

123



C. Wang et al.

Input : A graph G, a meta-path P , a node set V̂ , and two parameters: α and ε.
Output: A compact graph Ĝ of a large graph G that contains the given node set V̂ .
Compute an approximate PageRank vector p with residual vector r initialized with function XV̂1

according to the given node set V̂ , satisfying maxu∈V r[u]
d[u] ≤ ε following (Andersen et al. 2006).

The random walk terminates when meeting the entities not included in the given meta-path P .
Check each set Sp

j with j ∈ [1, |Supp(p)|], to see if the conductance: Φ(Sp
j ) is the smallest one.2

Return Ĝ that contains all the nodes v ∈ Sp
j . Otherwise, return ∅.3

Algorithm 1: Meta-path Dependent PageRank-Nibble(G,P, V̂, α, ε).

Notice that initially ||r||1 = 1 and ||r||1 is decreased at i-th push by αε|N (ui )|.
Thus Theorem 1 can be proved. Then the following corollary holds.

Corollary 1 Ĝ is generated by Meta-path Dependent PageRank-Nibble with no more
than 1

αε
edges.

Consequently, the bound holds independent of the size of the network. The com-
plexity of this algorithm to find a cut is O(|E | log4 |E |/Φ) where |E | is the number of
edges in the graph (Andersen et al. 2006). So this pruning strategy will work on very
large networks, such as our specified world knowledge HIN.

After generating the local graph ĜP for meta-path P , we compute the commuting
matrix MP for each meta-path P based on the local graph. Notice that we only
consider the symmetric meta-paths, it is easy to see that the commuting matrix can be
decomposed. For example, suppose the meta-path is P = (PlP−1

l ) where P−1
l is the

reverse path of Pl . Then the commuting matrix isMP = MPlMP−1
l
, whereMPl and

MP−1
l

= MT
Pl

are the commuting matrices for Pl and P−1
l . Thus, onlyMPl is needed

to be precomputed and stored.
The meta-paths are then generated in the following steps.

1. Given a maximum length L of the symmetric meta-path P = (PlP−1
l ), enumer-

ate all Pl within �L/2� consisting of different orders of entity types in {E I}TI=1
connected. The resulting meta-path set is denoted as P = {P}.

2. For each meta-path P ∈ P:
(a) Generate the corresponding local graph ĜP based on the Meta-path Dependent

PageRank-Nibble given the node set V̂ = {d ∈ D}.
(b) Compute the commuting matrices for Pl and store the commuting matrices.

To summarize, we have outlined an efficient local partitioning method based on
personalized PageRank. Besides, we precompute (i.e., offline) and store all the com-
muting matrices for Pl where P = (PlP−1

l ) ∈ P. We will see that the precomputed
commuting matrices based on the local graph are very useful for meta-path selection
and for computation of meta-path based similarity measure.
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5 Application: texts as HINs

In this section, we introduce our application of how to generate HIN for the documents
based on world knowledge bases and the text clustering and classification settings and
algorithms.

5.1 Construction of document HIN

Document similarity is a fundamental task, and can be used in many applications
such as document classification, clustering and, ranking. Traditional approaches use
bag-of-words (BOW) as document representation and compute the document sim-
ilarities using different measures such as cosine, Jaccard, and dice. However, the
entity phrases rather than just words in documents can be critical for evaluating the
relatedness between texts. For example, “New York” and “New York Times” repre-
sent different meanings. “George Washington” and “Washington” are similar if they
both refer to person, but can be rather different otherwise. If we can detect their
names and types (coarse-grained types such as person, location, and organization;
fine-grained types such as politician, musician, country, and city), they can help us
better evaluate whether two documents are similar. Moreover, the links between enti-
ties or words are also informative. For example, the similarity between two documents
can be zero if we use BOW representation since there is no identical word shared by
them. However, the two documents are related in contents. If we can build a link
between “Obama” of type Politician in one document and “Clinton” of type Politician
in another, then the two documents become similar in the sense that they both talk
about politicians and connect to “United States.” Therefore, we can use the structural
information in the unstructured documents to further improve document similarity
computation.

5.1.1 Unsupervised semantic parsing

Semantic parsing is the task of mapping a piece of natural language text to a formal
meaning representation (Mooney 2007). In our application, semantic parsing is used
to ground a piece of text to a knowledge base with entities and their relations.

As an example, given the text “Obama is the president of United States of America,”
“Obama” and “United States of America” are mapped to a knowledge base, resulting
in two unary logic forms People.BarackObama and Country.USA, where People and
Country are the type information in Freebase. Then it uses some grammar to combine
the basic logic forms to generate the restricted logic forms below (Berant et al. 2013).
For this example, People.BarackObama ∧ President.USA is generated to represent
its semantic meaning. Notice that, President.USA is generated by joining the unary
Country.USA with the binary PresidentofCountry, where PresidentofCountry is also
a fact in the knowledge base. When there is more than one candidate semantic mean-
ing for a sentence being generated, we constrain the entities to the spanning phrase
with the maximum length recognized by a state-of-the-art named-entity recognition
tool (Ratinov and Roth 2009).
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Fig. 1 The schema of a document HIN where the specified knowledge is represented in the form of a
heterogeneous information network. The schema contains multiple entity types: document D, word W ,
named entities {E I}TI=1, and the relation types connecting the entity types. In this figure, we have entity
types: President, State, Country, and Politician

5.1.2 Semantic filtering

For each sentence in a given document, the output of semantic parsing is a set of
logic forms that represent the semantic meaning. However, the extracted entities can
be ambiguous. For example, “apple” may be associated with type Company or Fruit.
Therefore, we should filter out the noisy entities and their types to ensure that the
knowledge we have is clean. We assume that in the domain specific tasks, given
the context, the entities seldom have multiple meanings. Three methods have been
introduced for semantic filtering (Wang et al. 2015a). We use conceptualization-based
semantic filter in our experiment, because it performs the best among the methods.
We assume that the type that can best fit the context is the correct semantic meaning.
Motivated by the approaches of conceptualization (Song et al. 2011, 2015) and entity
disambiguation (Li et al. 2013), we represent each entity with a feature vector of
entity types, and use standard k-means to cluster the entities. In each cluster, we use
the intersection operation to find the most likely entity type for the entities in the
cluster. In this case, different entities can be used to disambiguate each other, and the
entities that conflict with others will be removed.

5.2 An overview of document HIN

The output of semantic parsing and semantic filtering is the document associated
with not only the entities but also the types and relations. In addition to the named
entities, document and word are also regarded as two types. Following Wang et al.
(2015a), we use the network schema the data. The network contains multiple entity
types: document D, word W , named entities {E I}TI=1, and relation types connecting
the entity types. Different from Wang et al. (2015a) which uses coarse-grained entity
types such as Person, Location, and Organization to construct HIN, we prefer to use
more fine-grained entity types, such as Politician,Musician, and President since they
provide refined semantics to represent document similarity. We show an example of
the document HIN schema in Fig. 1. However, in Freebase, there are about 1500+
entity types and 3500+ relation types, which will generate an exponential number of
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meta-paths. In previous work (Sun et al. 2011, 2012), meta-paths are provided by
users, which is doable for networks with simple schema consisting of several types of
entities and relations, such as the DBLP network (five entity types and four relation
types). It is unrealistic to ask a user to specify meta-paths for a network with a large
number of entities and relations. An automatic mechanism should be developed to
generate all the interested meta-paths.

By representing theworld knowledge inHIN, two documents can be linked together
via many meta-paths. For example, if two documents are linked by the meta-path

Document
contain−−−−→Politician

presidentOf−−−−−−−→Country
presidentOf−1
−−−−−−−−−→ Politician

contain−1−−−−−−→Document, the num-
ber of the corresponding meta-path instances can be used to measure the similarity
between the two documents, which cannot be captured by the original bag-of-words
feature. Assuming that similar documents are structurally similar defined by sym-
metric meta-paths, we only explore symmetric meta-paths. The calculation based on
the meta-paths is to compute all the corresponding commuting matrices of interests.
Consequently, the size of network brings a critical issue since it is impossible to com-
pute all the commuting matrices and load them into memory. To make the method
practical, we propose two ways to prune this computation: (i) prune the large network
to generate a more compact graph for the interested commuting matrices calculation
(Sect. 4), and (ii) use unsupervised feature selection approaches to select semantically
meaningful meta-paths for final document similarity computation (Sect. 3).

5.3 Spectral clustering of texts

To check the quality of different similarity measures in the real application scenario,
we further use similarity matrices generated above as the weight matrix in the spectral
clustering (Zelnik-manor and Perona 2005) for document clustering task. We com-
pare the performance of clustering results of using three different KnowSim-based
similarity matrices with using the similarity matrices generated by other similarity
measures. We set the number of clusters as 20 and 16 for 20NG and GCAT accord-
ing to their ground-truth labels, respectively. We employ the widely-used normalized
mutual information (NMI) (Strehl and Ghosh 2003) as the evaluation measure. The
NMI score is 1 if the clustering results match the category labels perfectly and 0 if
the clusters are obtained from a random partition. In general, the larger the scores, the
better the clustering results.

5.4 HIN-kernel SVM classification using KnowSimmatrix

We also apply the state-of-the-arts classification models in the document classification
tasks, includingNaive Bayes (NB) and SVM. In particular, we use theHIN-links based
text classification framework proposed in Wang et al. (2016a), to incorporate HIN
links into the traditional classification models as NBH I N and SVMH I N respectively.
We denote a set of training examples as X = {xi : i ∈ {1, 2, . . . , n}}, and the
corresponding labels as y = {yi ∈ Y : i ∈ 1, 2, . . . , n}.
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NBH I N . Traditional Naive Bayes classifier for text classification is formulated as:

P(y|xV ) = P(y)
∏

P(xV |y)
∑

P(y)
∏

P(xV |y) . (4)

where xV represent a feature in entity1 feature vector xV of document d.
We also incorporate the links into Naive Bayes model:

P(y|xE ) = P(y)
∏

P(xE |y)
∑

P(y)
∏

P(xE |y) . (5)

Then the combined estimation function is:

ŷ = argmax
y∈Y

P(y)
∏

P(xV |y)
∏

P(xE |y). (6)

SVMH I N . LetmatrixX be thematrixwhereX·i = xTi ,matrixY = diag(Y), vector
1 be an n-dimensional vector of all ones andC be a positive trade-off parameter. Then,
the dual formulation of 1-norm soft margin SVM is given by

max
α

1Tα − 1

2
αTY(XTX)Yα (7)

s.t . Y Tα = 0, 0 ≤ α ≤ C1.

Here we have X·i equals to [xiV T
, xiE

T ]T in SVMH I N . By doing so, SVMH I N

provides a simple way to combine the structured information with traditional features.
To learn the SVMH I N , we use a convex quadratic programming to solve the dual
problem in Eq. (7).

We follow Wang et al. (2016a) to encode the KnowSim matrix as kernel in SVM
as below. We useK to present the KnowSim kernel matrix. Suppose thatK is positive
semi-definite (PSD). Let matrixY = diag(Y), vector 1 be an n-dimensional vector of
all ones and C be a positive trade-off parameter. Then the dual formulation of 1-norm
soft margin SVM is given by

max 1Tα − 1

2
αTYKYα (8)

s.t . Y Tα = 0, 0 ≤ α ≤ C1.

When K is PSD, the above problem is a convex quadratic program and solved effec-
tively.

However, the KnowSimmatrixK, whereKi j = K S(di , d j ), may not be PSD (Berg
et al. 1984). We use K0 (K0i j = K S(di , d j )) to present the indefinite kernel matrix
generated by KnowSim. Luss and d’Aspremont (2008) proposed a saddle (min-max)

1 Note that in the HIN for text, entity features include both tf of words and named entities.
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approach to simultaneously learn a proxy PSDkernelmatrixK for the indefinitematrix
K0 and the SVM classification as follow:

min
K

max
α

1Tα − 1

2
αTYKYα + ρ||K − K0||2F

s.t . Y Tα = 0, 0 ≤ α ≤ C1,K � 0. (9)

Let Q = {α ∈ R
n : Y Tα = 0, 0 ≤ α ≤ C1}, F(α,K) = 1Tα − 1

2α
TYKYα +

ρ||K − K0||2F . The parameter ρ > 0 controls the magnitude of the penalty on
the distance between K and K0. If any matrix A is PSD, we write it as A � 0.
Based on the min-max theorem (Boyd and Vandenberghe 2004), Eq. (9) equals to
maxα∈QminK�0 F(α,K). Thus the objective function is represented as

J (α) = min
K�0

F(α,K). (10)

To learn about how to establish the differentiability of the objective function and
what optimization algorithm is used for the objective function, please refer to Wang
et al. (2016a) for more details.

6 Experiments

This section reports our experiments which demonstrate the effectiveness and effi-
ciency of our approach to measuring document similarity.

6.1 Datasets

Weuse the following two benchmark datasets to evaluate the document similarity task.
20Newsgroups (20NG) The 20newsgroups dataset (Lang 1995) contains about 20,000
newsgroups documents evenly distributed across 20 newsgroups.2

RCV1 The RCV1 dataset is a dataset containing manually labeled newswire stories
from Reuter Ltd (Lewis et al. 2004). The news documents are categorized with respect
to three controlled vocabularies: industries, topics and regions. There are 103 cate-
gories including all nodes except for root in the topic hierarchy. The maximum depth
is four, and 82 nodes are leaves. We select top category GCAT (Government/Social)
to form the document similarity task. In total, we have 60,608 documents with 16 leaf
categories.

The ground-truth of document similarity is generated as follows: If two documents
are in the same group or the same leaf category, their similarity equals to 1; otherwise,
it is 0.

2 http://qwone.com/~jason/20Newsgroups/.
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Table 1 Statistics of entities in different datasets with semantic parsing and filtering using Freebase

#(Document) #(Word) #(FBEntity) #(Total) #(Types)

20NG 19,997 60,691 28,034 108,722 2615

GCAT 60,608 95,001 110,344 265,953 2665

#(Document) is the number of all documents; similar for #(Word) (# of words), #(FBEntity) (# of Freebase
entities), #(Total) (the total # of entities), and #Types (the total # of entity types)

6.2 World knowledge base

Then we introduce the knowledge base we use. In Wang et al. (2015a), the authors
have demonstrated that Freebase is more effective compared to YAGO2, so we only
use Freebase as our world knowledge source in this experiment.
Freebase Freebase3 is a publicly available knowledge base consisting of entities and
relations collaboratively collected by its community members. So far, it contains over
2 billions relation expressions between 40millions entities. Moreover, there are 1500+
entity types and 3500+ relation types in Freebase.We convert a logical form generated
by unsupervised semantic parser into a SPARQL query and execute it on our copy of
Freebase using the Virtuoso engine.

After performing semantic parsing and filtering, the numbers of entities in different
document datasets with Freebase are summarized in Table 1. The numbers of rela-
tions (logical forms parsed by semantic parsing and filtering) in 20NG and GCAT are
9,655,466 and 18,008,612, respectively. We keep 20 and 43 entity types for 20NG
and GCAT respectively, because they have relatively larger number of instances. Then
325 and 1682 symmetric meta-paths are generated based on the MDPN algorithm, for
20NGandGCAT respectively.We can save around 3.8 and 19.6 h for the corresponding
datasets. The reason is that MDPN shares the similar nature with PageRank-Nibble,
which is that the running time is independent of the size of the graph. Similar result
is found when comparing the space usage. By using MDPN, we can save up to 1.4G
storage (15.2%) compared to storing the exact commutingmatrices. In our real setting,
we can save 45.5G and 235.5G storage for 20NG and GCAT datasets, respectively,
because MDPN only saves the nodes that have relatively high degree, which is impor-
tant in sparse matrix.

6.3 Similarity results

In this experiment, we compare the performance of our document similarity measure,
KnowSim,with three representative similaritymeasures: cosine, Jaccard, and dice.We
denote KnowSim + UNI, KnowSim + MST and KnowSim + LAP as KnowSim with
uniform weights, weights determined by MST and Laplacian score-based methods
introduced in Sect. 3.1. Following (Wang et al. 2015a), we use the specified world
knowledge as features to enhance cosine, Jaccard, and dice. The feature settings are
defined as follows.

3 https://developers.google.com/freebase/.
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– BOW: Traditional bag-of-words model with the tf weighting mechanism.
– BOW + TOPIC: BOW integrated with additional features from topics generated
by LDA (Blei et al. 2003). According to the number of domains that 20NG and
GCAT have, we assign 20 topics and 16 topics to 20NG and GCAT, respectively.

– BOW + ENTITY: BOW integrated with additional features from entities in spec-
ified world knowledge from Freebase.

– BOW + TOPIC + ENTITY: BOW integrated with additional features from both
topics generated by LDA and entities in specified world knowledge from Freebase.

We employ the widely-used correlation coefficient as the evaluation measure.

The correlation coefficient is defined as rxy =
∑n

i=1(xi−x̄)(yi−ȳ)√∑n
i=1(xi−x̄)2

∑n
i=1(yi−ȳ)2

, where

x̄ =
∑n

i=1 xi
n and ȳ =

∑n
i=1 yi
n , and n equals to the total number of xi or yi . The

correlation score is 1 if the similarity results match the ground-truth perfectly and 0
if the similarity results are random. In general, the larger the scores, the better the
similarity results.

In Table 2, we show the performance of all the similarity measures with differ-
ent experimental settings on both 20NG and GCAT datasets. Overall, among all the
methods we test, KnowSim + LAP consistently performs the best. The reason is
that Laplacian score could discriminate documents from different clusters, which is
strongly correlated to our similarity task. We can also see that KnowSim + UNI,
KnowSim +MST, and KnowSim + LAP outperform all the other similarity measures,
including the similarity measures with specified world knowledge as flat features
(BOW + ENTITY). This means that by using structural information in HIN extracted
from the world knowledge, we can improve the document similarity, especially com-
paring with just using them as flat features. Also, KnowSim-based similarity measures
perform better than the similarity measures with feature setting “BOW+TOPIC.” The
reason is again world knowledge could provide the structural information between
documents rather than using the flat topic distribution. In addition, one can also see
that KnowSim + UNI performs relatively weaker than the other two KnowSim with
weighted meta-paths. This means that our meta-path weighting methods do help find
the important link information (i.e., meta-paths) related to certain domains. More-
over, we find the improvement of KnowSim on GCAT is more than that on 20NG. As
Table 1 shows, GCAT has more entities and associated types specified by the world
knowledge. This means that the more world knowledge we can find or use in the
documents, the better improvement in the document similarity task. This also hints us
that if we could improve the precision and coverage of the world knowledge base, we
could further improve the performance.

6.4 Analysis of meta-path length

Wealso evaluated the effect of varying the lengthofmeta-paths inP ofKnowSim+LAP
on the document similarity task since KnowSim + LAP performs the best among all
the KnowSim-based similarity measures. Figure 2 shows the results of similarity with
different lengths of meta-paths in KnowSim+LAP on both 20NG and GCAT datasets.
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Table 2 Correlation coefficient of different similarity measures on 20NG and GCAT

Similarity measures Datasets
Settings 20NG GCAT

Cosine BOW 0.2400 0.3490

BOW + TOPIC 0.2713 0.3639

BOW + ENTITY 0.2473 0.2737

BOW + TOPIC + ENTITY 0.2768 0.3128

Jaccard BOW 0.2352 0.3313

BOW + TOPIC 0.2632 0.3460

BOW + ENTITY 0.2369 0.2319

BOW + TOPIC + ENTITY 0.2650 0.2991

Dice BOW 0.2400 0.3490

BOW + TOPIC 0.2712 0.3638

BOW + ENTITY 0.2474 0.2776

BOW + TOPIC + ENTITY 0.2767 0.3156

KnowSim KnowSim + UNI 0.2860 0.3815

KnowSim + MST 0.2891 0.3833

KnowSim + LAP 0.2913 (+ 5.2%) 0.4086 (+ 12.3%)

“BOW” represents bag-of-words as features; “BOW + TOPIC” represents bag-of-words plus topics
generated by LDA as features; “BOW + ENTITY” represents bag-of-words plus entities as features;
“BOW + TOPIC + ENTITY” represents bag-of-words plus topics plus entities as features

Fig. 2 Effect of the length of
meta-paths on document
similarity on KnowSim + LAP
for 20NG and GCAT datasets

The length of symmetric meta-paths equals to 2, 4 and 6.4 It is shown that for both
datasets, longer meta-path may not result in better correlation coefficient. We achieve
the best performance as shown in Table 2 with a weighted combination of meta-paths
with length 2 and length 4.We can see that longer meta-path may cause semantic drift.
Moreover, the information carried in the meta-paths need to be combined to express
the similarity between documents, which is captured byKnowSim andmatches human
intuition.

4 We do not test longer meta-paths, because Theorem 2 in Sun et al. (2011) has demonstrated their limit
on effective propagation of semantic knowledge.
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Table 3 NMI of clustering on 20NG and GCAT using the similarity matrix generated by different similarity
measures

Similarity matrix sources Datasets
Settings 20NG GCAT

Cosine BOW 0.3440 0.3932

BOW + TOPIC 0.3461 0.4352

BOW + ENTITY 0.3896 0.4294

BOW + TOPIC + ENTITY 0.4247 0.4106

Jaccard BOW 0.3547 0.3887

BOW + TOPIC 0.3517 0.4292

BOW + ENTITY 0.3850 0.4197

BOW + TOPIC + ENTITY 0.4293 0.4159

Dice BOW 0.3440 0.3932

BOW + TOPIC 0.3457 0.4355

BOW + ENTITY 0.3894 0.4291

BOW + TOPIC + ENTITY 0.4248 0.4112

KnowSim KnowSim + UNI 0.4304 0.4463

KnowSim + MST 0.4412 0.4653

KnowSim + LAP 0.4461 (+ 3.9%) 0.4736 (+ 8.8%)

“BOW” represents bag-of-words as features; “BOW + TOPIC” represents bag-of-words plus topics
generated by LDA as features; “BOW + ENTITY” represents bag-of-words plus entities as features;
“BOW + TOPIC + ENTITY” represents bag-of-words plus topics plus entities as features

6.5 Spectral clustering using KnowSimmatrix

As shown in Table 3, we illustrate the performance of all the clustering results with dif-
ferent similarity matrices on both 20NG and GCAT datasets. The NMI is the average
NMI of five random trials per experiment setting. Among all the methods we tested,
spectral clustering with KnowSim + LAP matrix performs the best, which is consis-
tent with the similarity correlation results (Table 2). Moreover, all of the KnowSim
similarity matrix-based clustering results consistently outperform the other methods.
Note that the three KnowSim-based matrices produce higher NMI compared to that
with “BOW + ENTITY,” which means using the meta-path as link information in the
similarity matrix, the link information can be passed to the clustering results, where
the link information can be very useful to group similar documents in the same clus-
ter. We can infer that KnowSim could have positive impact on other similarity-based
applications, e.g., document classification and ranking.

6.6 HIN-kernel SVM classification using KnowSimmatrix

In order to show the effectiveness of the KnowSim kernel, besides the above cluster-
ing experiments, we show experiments on using KnowSim in document classification
task here. To conduct deeper analysis of the effects of KnowSim to the task, as well
as show the scalbility of the KnowSim usage in similarity based applications, in the
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spirit of Basu et al. (2004), we develop more document sub-datasets based on 20NG
and GCAT as below. From 20NG, 20NG-SIM consists of three newsgroups on similar
topics (comp.graphics, comp.sys.mac.hardware, and comp.os.ms-windows.misc)with
significant overlap among the groups; 20NG-DIF consists of articles in three news-
groups that cover different topics (rec.autos, comp.os.mswindows.misc, and sci.space)
with well separated categories. FromGCAT,GCAT-SIM consists of articles from three
leaf categories of similar topics [GWEA (Weather), GDIS (Disasters), and GENV
(Environment and Natural World)] with significant overlap among the categories. We
have 1014, 2083, and 499 documents for the three categories respectively. GCAT-DIF
consists of three leaf categories that cover different topics [GENT (Arts, Culture, and
Entertainment), GODD (Human Interest), and GDEF (Defense)] with well separated
categories. We have 1062, 1096, and 542 documents for the three categories respec-
tively.

We analyze the performance of our classification methods here.
We first evaluate the effectiveness of the HIN-links based classification by compar-

ingNBH I N and SVMH I N with traditional Naive Bayes and SVM. The feature settings
regarding to the NB and SVM are defined as follows. “BOW” and “BOW+ ENTITY”
are the same as the setting in similarity results. Additionally, we add WEAvg: we use
Word2Vec (Mikolov et al. 2013) to train the word embedding based on the 20NG and
GCAT respectively. We then use the average word vectors as features to feed them to
the classifiers. We set the window size as 5, and the learned word representation is of
400 dimensions using CBOW model and hierarchical softmax for fast training.

NBH I N and SVMH I N are the HIN-links based text classification algorithms. The
entity features and relation features are constructed the same asWang et al. (2016a).We
experiment on the four datasets above. Each data split has three binary classification
tasks. For each task, the corresponding data is randomly divided into 80% training and
20% testing data. We apply 5-fold cross validation on the training set to determine the
optimal hyperparameter C for SVM and SVMH I N . Then all the classification models
are trained based on the full training set (SVM based methods with C), and tested on
the test set. We employ classification accuracy as the evaluation measure.

In Table 4, we show the performance of all the classification models with differ-
ent settings on all the four datasets. We report the average classification accuracy of
the three binary classification results in each dataset of the four. Notice that here we
focus on NBH I N versus NB and SVMH I N versus SVM to directly test our general
classification framework. From the results, we find that NBH I N and SVMH I N are
competitive with NB and SVMwith WEAvg, and outperform NB and SVMwith other
settings. This means that by using link information in HIN extracted from the world
knowledge (specifically refer to relation features), we can improve the text classifi-
cation, especially comparing with the ones only using entity as additional features
(BOW+ENTITY). The results are even competitive with the state-of-the-art word
embedding approach trained based on 20NG and GCAT data respectively. Also, we
find the improvement of SVMH I N and NBH I N on GCAT-SIM and GCAT-DIF are
more than that on 20NG-SIM and 20NG-DIF. This is because that GCAT-SIM and
GCAT-DIF have more entities and associated types grounded from Freebase.
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Table 4 Performance of different classification algorithms on 20NG-SIM, 20NG-DIF, GCAT-SIM, and
GCAT-DIF datasets

Methods Datasets
Settings 20NG-SIM (%) 20NG-DIF (%) GCAT-SIM (%) GCAT-DIF (%)

NB BOW 86.95 96.37 88.49 86.73

BOW + ENTITY 89.76 96.94 89.12 88.08

WEAvg 90.82 97.16 91.87 91.56

NBH I N 90.83 97.37 90.02 88.65

SVM BOW 90.81 96.66 94.15 88.98

BOW + ENTITY 91.11 96.90 94.29 90.18

WEAvg 91.67 98.27 96.81 90.64

SVMH I N 91.60 97.20 94.82 91.19

SVMH I N

+ KnowSim
DWD 92.32 97.83 95.29 90.70

DWD + MP 92.68 98.01 96.04 91.88

IndefSVMH I N

+ KnowSim
DWD 92.65 98.13 95.63 91.63

DWD+MP 93.38 98.45 98.10 93.51

BOW and ENTITY represent bag-of-words feature and the entities generated by the world knowledge spec-
ification framework based on Freebase, respectively. NBH I N and SVMH I N are the variant of traditional
Naive Bayes and SVM under our HIN-links based text classification framework. SVMH I N + KnowSim
represents the 1-norm soft margin SVM defined in Eq. (8) with indefinite KnowSim based kernel.
IndefSVMH I N + KnowSim represents the SVM with a proxy PSD kernel for the indefinite KnowSim
matrix as shown in Eq. (9). DWD and DWD + MP represent the kernel matrix that is constructed based
on KnowSim with a single DWD meta-path and all kinds of meta-paths generated based on the text HIN,
respectively

We next test the performance of the KnowSim kernel methods by comparing them
with the other classification methods (i.e., SVMH I N and NBH I N ). We follow Wang
et al. (2016a) to derive two SVM with KnowSim kernel methods.

– One is denoted as “SVMH I N + KnowSim” using the 1-norm soft margin SVM
defined in Eq. (8) by setting the negative eigenvalues of the KnowSimmatrix being
zeros.

– The other is denoted as “IndefSVMH I N +KnowSim.” It learns a proxy PSDkernel
for the indefinite KnowSimmatrix as shown in Eq. (9). The parametersC and ρ for
indefinite SVM are tuned based on the 5-fold cross validation and the Nesterov’s
efficient smooth optimization method (Nesterov 2005) is terminated if the value
of the object function changes less than 10−6 following (Ying et al. 2009).

We also explore what should be the best way to use KnowSim (Definition 6) as
kernelmatrix for the text classification.Weparticularly explore twodifferentKnowSim
computation settings.

– DWD. Kernel matrix is constructed based on KnowSim using only meta-path

instances belonging toPDWD =Document
contain−−−−→Word

contain−1−−−−−−→Documentmeta-path [i.e.,
M ′ = 1 in Eq. (3)]. This setting aims to test whether kernelmethods themselves are
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still effective, even with the simplest structural information in the HIN, when we
have almost the same amount of information compared to bag-of-words features.

– DWD + MP. Kernel matrix is constructed based on KnowSim using meta-path
instances belong to all kinds of meta-paths in the text HIN. This setting aims to
test that how good can kernel based SVM leverage the specified world knowledge
for text classification.

As shown in Table 4, IndefSVMH I N + KnowSim with DWD+MP consistently
performs the best on all datasets. With t-test, we find the improvements are significant
at 0.05 significance level. Especially, we can draw the following observations and
conclusions.

(1) The performance of SVMH I N + KnowSim with DWD is better than SVM with
BOW. This is because in Eq. (3), there is a normalization term for the values
in commuting matrix which is WDWWT

DW and WDW is the matrix between
documents and words. The normalization terms in Eq. (3), |{pi�i ∈ Pm}| and
|{p j� j ∈ Pm}|, correspond to the degree for the document node in the informa-
tion network. Compare to Eq. (7) where no normalization is performed, it shows
normalization indeed helps to formulate a better similarity. Note that, cosine sim-
ilarity is another widely used approach for normalizing document length, but it
cannot be applied to information network.

(2) Both kernel methods with DWD + MP outperform NBH I N and SVMH I N . The
reason is by considering the meta-path information as a whole and using some
weighting mechanisms to select the more important meta-paths it indeed helps
encode more informative information for text classification.

(3) In both SVMH I N + KnowSim and IndefSVMH I N + KnowSim, DWD + MP is
better than DWD. This indicates that meta-paths in HIN with knowledge (e.g.,
entities and relations) capture more similarity information for documents than
just the links between documents via words.

(4) IndefSVMH I N +KnowSim always works better than SVMH I N +KnowSim. The
reason can be denoising the non-PSDkernel by removing the negative eigenvalues
can lose some useful information about the similarity.

(5) IndefSVMH I N +KnowSim with DWD+MP consistently outperforms classifiers
with WEAvg. This means that KnowSim kernel with world knowledge carries
more semantics about the similarities between texts compared to that the implicit
embedding implies.

Moreover, we test the effectiveness ofworld knowledge for improving classification
performance.We test on all the four classification datasets and vary the size of training
data (20, 40, 60, 80, 100%) for each algorithm. The results are summarized in Fig. 3. In
all the datasets, it seems that with less training data, the external knowledge encoded by
document HIN similarity measure can consistently help improving the classification
accuracy.

Besides using KnowSim, we also use the knowledge-based graph semantic similar-
ity (GSim) proposed in Schuhmacher and Ponzetto (2014) to measure the document
similarity. We use the indefinite SVM to encode the GSim similarity in the kernel.
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Fig. 3 Effects of the size of training data on the four classification datasets. SVM-HIN + KnowSim
and IndefSVM-HIN + KnowSim denote SVMH I N + KnowSim and IndefSVMH I N + KnowSim with
DWD + MP. a Effects of the size of training data on 20NG-SIM, b effects of the size of training data on
20NG-DIF, c effects of the size of training data on GCAT-SIM, d effects of the size of training data on
GCAT-DIF

Instead of using DBpedia, we use Freebase. However, the time complexity of com-
puting GSim is O(n2 · m3), where n denotes the size of the document dataset and m
denotes the subgraph size which is proportional to the average number of entities in
one document. In Freebase,m is much larger compared to DBpedia. So it is infeasible
to run with the whole Freebase network. We thus implement GSim based on the text
HIN, which is a subgraph of Freebase. We then achieve the accuracy of 50.44% on
20NG-SIM dataset. This indicates that (1) GSimmay be not very suitable to be used in
indefinite SVM; and (2) implementing GSim upon the text HIN, may lose important
knowledge regarding to the documents.

We thus conclude that document HIN similarity measure: KnowSim is effective for
document classification task.
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Table 5 Ten meta-paths sampled from 20NG dataset

P1 Document→Baseball→Sports→Baseball→Document

P2 Document→Baseball→Olympics→Baseball→Document

P3 Document→Ice_hockey→Sports→Ice_hockey→Document

P4 Document→Ice_hockey→Olympics→Ice_hockey→Document

P5 Document→Astronomy→Location→Astronomy→Document

P6 Document→Computer→Cvg→Computer→Document

P7 Document→Religion→Government→Religion→Document

P8 Document→Religion→Organization→Religion→Document

P9 Document→Military→Government→Military→Document

P10 Document→Medicine→Government→Medicine→Document

Fig. 4 Notched Boxplot of
Frobenius norm of
approximation made by two
commuting matrices (i.e., based
on random sampling or
Meta-path Dependent
PageRank-Nibble) to the exact
commuting matrices on 20NG
dataset. The notch indicates the
confidence interval of the
median. With t-test, we found
the difference between two
methods is significant at 0.05
significance level

6.7 Approximate commutingmatrix for meta-path

In order to verify the effectiveness of the Meta-path Dependent PageRank-Nibble
(MDPN) algorithm shown in Sect. 4, we first sample ten meta-paths from the sym-
metric meta-path set P as listed in Table 5 from 20NG. Second, for each meta-path, we
use MDPN to generate the approximate commuting matrix. Besides, we also generate
the exact commutingmatrixMP based on the original graph, and use random sampling
to randomly select Z (1 ≤ Z ≤ |MP |) elements and set them to 0 based on the exact
commuting matrix. Finally, we have 10 exact commuting matrices corresponding to
10 meta-paths, and for each matrix, we randomly sample 5 trials (in total, 50 iterations
of sampling).

We first directly evaluate the effectiveness of MDPN by comparing the difference
between the two approximate commutingmatrices (i.e., generated based on ourMDPN
or by random sampling) and the exact commuting matrix. We use the Frobenius norm

||A − B||F =
√∑m

i=1
∑n

j=1 |Ai j − Bi j |2 to evaluate the difference between two
matrices. As shown in Fig. 4, MDPN consistently performs well to reproduce the
commutingmatrix. ThedistributionofMDPN is relativelymore stable and the standard
deviation is smaller compared to that of random sampling.
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Table 6 The performance loss ratio of using KnowSim+LAP with the Meta-path Dependent PageRank-
Nibble based commuting matrices compared to that with the exact matrices

Correlation coefficient NMI

− 0.23% − 1.36%

Next, we indirectly evaluate the effectiveness of MDPN algorithm, by compar-
ing the correlation coefficient of KnowSim + LAP using the above selected ten
approximate commuting matrices generated by MDPN and the corresponding exact
commuting matrices. The difference of correlation coefficient is shown in Table 6. We
can see the difference is relatively small (− 0.23%), compared to the improvement
(+ 12.3%) we have achieved (Table 2) against the best one among the other similarity
measures (Cosine with “BOW + TOPIC”). We find that such PageRank based local
graph carries the necessary information for KnowSim, because we have the nodes
with more linked nodes (neighbor nodes) in the local graph, where the advantage of
KnowSim is actually the ability to use such link information.

Then we use spectral clustering results that applying the similarity matrix gener-
ated by KnowSim to demonstrate the difference between the approximate commuting
matrix generated byMDPNand the exact commutingmatrix. As also shown in Table 6,
we can find the similar results with the correlation results. The performance loss of
using similarity matrix generated by KnowSim as approximate matrix can be ignored
(− 1.36% loss) when compared to the gain of our method (8.8%) as shown in Table 3.

Finally, we compare the execution time and space usage of using MDPN based
local graph, and using original graph for commuting matrix generation and storage.
Given the meta-paths in Table 5, the execution time is shown in Table 7. We can
see that we can save around seven minutes (− 14.6%) with the ten meta-paths. In our
experiment, 325meta-paths and 1682meta-paths are generated for 20NG andGCAT,5

respectively. We can save around 3.8 and 19.6 h for the corresponding datasets. The
reason is that MDPN shares the similar nature with PageRank-Nibble, which is that
the running time is independent of the size of the graph. Similar result is found when
comparing the space usage as shown in Table 7. By using MDPN, we can save up
to 1.4G storage (15.2%) compared to storing the exact commuting matrices. In our
real setting, we can save 45.5G and 235.5G storage for 20NG and GCAT datasets,
respectively. Because MDPN only saves the nodes that have relatively high degree,
which is important in sparse matrix. We thus can conclude that our MDPN based
commuting matrix is effective for ensuring the KnowSim performance by considering
the trade-off between effectiveness and efficiency.

7 Related work

In this section, we review our related work in following categories.

5 We keep 20 and 43 entity types for 20NG and GCAT respectively, because they have relatively larger
number of instances.
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Table 7 Analysis of execution time (min) and space usage (G) of using MDPN-based local graph, and the
original graph for commuting matrix generation and storage in the sampled meta-path set

MDPN Original

Execution time (min) 41 (− 14.6%) 48

Space usage (G) 7.8 (− 15.2%) 9.2

7.1 Heterogeneous information networks

HIN is defined as a graph of multi-typed entities and relations (Han et al. 2010).
Different from traditional graphs, HIN incorporates the type information which can
be useful to identify the semantic meaning of the paths in the graph (Sun et al. 2011).
Original HINs are developed for the applications of scientific publication network
analysis (Sun et al. 2011, 2012). Then social network analysis also leverages this
representation for user similarity and link prediction (Kong et al. 2013; Zhang et al.
2013, 2014). Seamlessly, we can see that the knowledge in world knowledge bases,
e.g., Freebase, can be represented as an HIN, since the entities and relations in the
knowledge base are all typed. Wang et al. (2015a, b, 2016a, b, 2017) introduce this
representation to knowledge based analysis, and show that it can be very useful for
our document categorization task.More recently, embedding basedmethods have been
used to find a unified vector representation of nodes in HINs (Tang et al. 2015; Shang
et al. 2016; Dong et al. 2017; Fu et al. 2017; Huang andMamoulis 2017; Tu et al. 2018;
Cui et al. 2017; Goyal and Ferrara 2018; Cai et al. 2018). Compared to embedding
based methods, we use an explicit semantic approach to compute the similarities,
which makes the similarities more explainable to humans.

7.2 Knowledge based text similarity

There have been existing studies using linguistic knowledge bases such as Word-
Net (Hotho et al. 2003) or general purpose knowledge bases such as Open Directory
Project (ODP) (Gabrilovich and Markovitch 2005), Wikipedia (Gabrilovich and
Markovitch 2007; Hu et al. 2008, 2009a, b; Song et al. 2015), or knowledge extracted
from open domain data such as Probase (Song et al. 2011, 2015), to extend the features
of documents to improve similarity measures. The similarity between documents is
measured using one of several similarity measures in the vector space, such as cosine
similarity, Jaccard correlation, dice similarity, Pearson’s coefficient, and KL diver-
gence. A lot of work (Huang 2008; Strehl et al. 2000) have experimented with them in
different document datasets and found their performances are similar. More recently,
there has been an increased emphasis on modeling objects using more complex data
structures for the domains such as graphs or trees (Ganesan et al. 2003; Wan et al.
2005; Lakkaraju et al. 2008). However, they treat knowledge in such knowledge bases
as “flat features” and do not consider the structural information contained in the links
in knowledge bases.
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There have been studies on evaluating word similarity based on WordNet con-
sidering the structural information (Budanitsky and Hirst 2006), and using word
similarity to compute short text similarity (Do et al. 2009; Wan et al. 2005). For
example, the distance from words to the root is used to capture the semantic related-
ness between two words. However, WordNet is designed for single words. For named
entities, a separate similarity should be designed (Do et al. 2009; Cohen et al. 2003).
These studies do not consider the relationships between entities (e.g., “Obama” being
related to “United States”). Thus, they may still lose structural information even if
the knowledge base provides rich linked information. For example, nowadays there
exist numerous general-purpose knowledge bases, e.g., Freebase (Bollacker et al.
2008), KnowItAll (Etzioni et al. 2004), TextRunner (Banko et al. 2007), WikiTaxon-
omy (Ponzetto et al. 2007), DBpedia (Auer et al. 2007), YAGO (Suchanek et al. 2007),
NELL (Mitchell et al. 2015) and Knowledge Vault (Dong et al. 2014). They contain a
lot of world knowledge about entity types and their relationships and provide us rich
opportunities to develop a better measure to evaluate document similarities. Recently,
there have been studies extending the above idea using knowledge bases (or knowl-
edge graphs) (Paul et al. 2016; Traverso et al. 2016). However, they are still based on
Lowest Common Ancestor (LCA), which could be computational costly when both
the document number and the knowledge graph size are large.

7.3 Text categorization

Text classification is the task of predicting label of a given document. An in-depth
review of the early studies in the area can be found in Sebastiani (2002). Besides, we
refer to Aggarwal et al. (2012) for a bunch of recent works on utilizing additional
information for the classification task. Some in-depth reviews of the early studies in
text classification can be found in Sebastiani (2002) andAggarwal et al. (2012). Several
milestone studies include using support vector machine (SVM) (Joachims 1998) and
Naive Bayes (McCallum et al. 1998) with BOW features for text classification. One
direction of recent work is on leveraging structural information for better classifica-
tion. Link based classification (Lu and Getoor 2003; Kong et al. 2012) use relationship
between text (e.g., number of links) as additional features to original BOWs feature.
Graph-of-words (Wang et al. 2005; Hassan et al. 2007; Rousseau et al. 2015) repre-
sentation is recently proposed and show better results compared to BOW. However,
these approaches focus on data statistics without considering the semantics of the link.
For example, in graph-of-words, if two words occur near in one document, the words
will be linked. Our method aims to leverage the semantics of links for classification,
i.e., the entities and links are with types. Recently, more studies emerge that focus on
using graph-of-words representation rather the BOW, thus improve the classification
result (Hassan et al. 2007). Similar to our work, Rousseau et al. (2015) propose to
transfer text categorization to graph classification. Both of the work represent the tex-
tual document with a graph of words instead of BOW. However, we want to do more,
and represent the document with the specified world knowledge in the form of hetero-
geneous information networks. Besides graph-of-words, the structured network also
contains knowledge base entities and their relations, as well as their type information.
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Another direction is on enriching the text representation with semantics fromworld
knowledge.Linguistic knowledgebases such asWordNet (Hotho et al. 2003) or general
purpose knowledge bases such as OpenDirectory (Gabrilovich andMarkovitch 2005),
Wikipedia (Gabrilovich and Markovitch 2007; Hu et al. 2008, 2009b), or knowledge
extracted from open domain data such as Web pages (Wang et al. 2013, 2015c) and
Probase (Song et al. 2011, 2015), have been used to extend the features of documents
to improve text categorization. Yet we do not use such knowledge as flat features, and
instead encode link (meta-path) based similarities among documents in kernels, in the
networks generated from knowledge base, Freebase.

Building semantic kernel using world knowledge for text categorization has been
proposed in Siolas and Buc (2000), Wang et al. (2007) and Wang et al. (2008). The
semantic kernel is constructed in a supervised way and only considers the direct
(one-hop) links. However, we do not need an extra proximity matrix to construct the
kernel. Besides, KnowSim kernel takes multi-hop links (i.e., meta-paths) via a totally
unsupervised way. Besides KnowSim, knowledge-based graph semantic similarity
(GSim) is proposed in Schuhmacher and Ponzetto (2014) to measure the document
similarity based on DBpedia. However, the time complexity of computing GSim is
high. So it is not feasible on our large-scale datasets (in original paper they experiment
on a document set with 50 documents). KnowSim however can be computed in nearly
linear time. Recently, Kim et al. (2015) introduce sentence kernel generated by word
distances from a given word vector space based on word embedding. Yet our proposed
KnowSim based kernel is built on the HIN constructed by explicit world knowledge
from the knowledge base. It is also interesting to integrate the word embedding results
and explicitworld knowledge information (Song et al. 2015). In thisway, theKnowSim
can be more robust when facing the scarcity of knowledge for some specific domains.

8 Conclusion

Computing text similarity is a fundamental task with lots of applications such as text
clustering, classification, and ranking. The existing text similarity measures focus on
figuring out the useful “flat” features that could be critical for similarity computation
and have found many such features that lead to the improvement of similarity perfor-
mance. We consider to use the wealth of world knowledge to enable measuring the
similarity with automatic domain-dependent feature generation and rich link informa-
tion. In this paper, we use semantic parsing and semantic filtering modules to specify
the world knowledge to domains, and then model the specified world knowledge in
the form of heterogeneous information network, which enables the representation of
the link information for the documents. By defining a novel document similarity mea-
sure, KnowSim (document similarity with world knowledge), the similarity between
documents can be measured based on the meta-paths in the HIN constructed from the
documents. We select to use Freebase as our source of world knowledge, which is col-
laboratively collected knowledge about entities and their organizations. Experiments
on two benchmark datasets (20 newsgroups and RCV1) have demonstrated the power
of our KnowSim against the state-of-the-art similarity measures. In the experiments,
we further show both state-of-the-art performances are achieved by using KnowSim
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in document clustering and classification tasks. Besides documents, we plan to gen-
eralize KnowSim to measure the similarity between entities with any same entity
type, to improve the performance of more similarity based applications, such as entity
similarity based classification and ranking.
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